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Although a number of approaches of hydrologic
network design are cited in the literature
but rnost of these approaches can not be
genercl ized on scientific and rational basis
due to the fol lowing unresolved problems:

(a) The cost of instal I ing and operating a
hydrologic network and the probable future'
benefits frorn the dafa transmitted by the
network in planning water resources schemes
are the two main factors affecting the design
of a hydrologic network system. The problem
of attaining opfimal balance befween these
tno factors, mainly due to difficulties in
evaluating the probable benefifs, have not
yet been resolved.

(b) Hydrologic network is an organized sys-
fem for the col lection of informafion of
specific kind. lt fransmits information on
hydrologic phenomena which vary in space and
time dornains. Since the hydrologic pheno-
mena in a region, whlch is the ensernble of
the hydrologic events at various point loca-
tions, is space and time dependent, the data
collection network, in frue sense, is of
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Abstract. Various existing methods of hydrologic network design are reviewed.
These methods are grouped into mean-square error, inter-stafion correlation
and iso-correlation, regional ization, simulation, systems analysis, r:ational
and the simpl i fied form of Fisherrs informatIon approach. The appl icabi I i-
ties and limitations of each of the above approaches are discussed in con-
text w'ith the hydrologic network design and estimation objectives. The re-
lative performance of each of the above approaches ls then evaluated in
selecting the optimum stafion locations and estimating hydrologlc evenis at
ungauged locations using simulated rainfal I data. lt is found that due to
normal ity and I inearity assumptions in above approaches, the existing methods
are not very effective in identifying true optimum station locations. A

broader and more universal methodology based on Shannon's information measure
is proposed which is able to select the optimum station locafions without the
assumptions of normality and linearity. lt also treats the network in true
multivariate form. The methodology is then extended to estimate the events
at ungauged locations on the basis of multivariafe optimum lnformation trans-
mission criterion.

Keywords. Correlation methods; design; entropy; inforoation theory; multi-
var i ab I e systems; network; probab i I i ty; water resources.

I NTRODUCT I ON

mullivariate in nature. Due to mathematical
conplexities involved in dealing wifh the
multivariate techniques, the research on
hydrologic natwork methodology has been ig-
nored in the past.

(c) Another chal lenging problan, the hydro-
logic network design is faced with, is of
cornbinatorial fype. Suppose re want to
select a set of int optimum station loca-
tions frorn a region with rmt feasible loca-
tions. To obtain a true oPtimum stafion
set, it is necessary to evaluate m!

(m-n ) !n I
possible ccrnbinations. lt is computational-
ly infeasible for values of rmr and 'nrgreater than, for example, n=5 and m=50.
Therefore, for effectlve design of hydrolo-
gic network, It is essenfial to investigate
possible tecbniques to reduce the cornbina-
torial search to acceptable conpufational
I oad.

A REVIEW OF THE EXISTINO
METHODS

A nqmber of methods of hydrotoglc network

259
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design are cited in the I iterature. Some
representative approaches are brief ly des-
cri bed here.

Hydrologic network design was initial ly
based on the relationship of the mean square
error, befween the observed and estimated
values of the hydrologic events, to the
distance between the station points
(Drozdov, 1936; Ganguli and others, l95l;
Horfon, 1923). This approach was first
established by Horton (1923), later by
Orozdov (1916), for fwo station points.
Ganguli and others (1951) generalized fhis
approach and proved that the number of
stations in a region would be inversely
proportional to the square of the co-
eff icient of variation of the hydrologic
variables. The general ized form was
expressed as:

N-=N-.rc^/c-rz il)revevr
where

N- is the existing number of stations;e

C.,- is fhe coefficient of variation of
'" fhe variables in the existing net-

works;

C.,- is the coeff icient of variation
'' desired in a nefwork of N. stations.

A second approach yas based on the infer-
distance correlation retationship. lt was
assumed that the correlaiion between the
hydrologic events at two stations decreased
with the distance between the stations.
The decay function of the coefficient of
correlation befween two stations was assumed
to be expotential (Stol, 1972). The rela-
five efficiency was then obtained frorn the
fol lowing relat ionship:

rl. =[r(x,t) /pG12

where

(2)

rl, ls the relative efficlency;

r(x,t) is the correlation coefficient
for the inter-stafion dlstance x
at time f ;

p(t) is fhe correlation coefficient bet-
ween two point locations for very
dense network at time t.

The method of isocorrelation proposed by
Hershfield (1965) was also based on the
inter-station correlation approach. The
correlations be-iween one or more key
stations and al I other stations in a net-
work were calculafed and lines of equal
correlations plotfed around each of the key
stat i ons.

A third approach to network design, called
the simulation approach, was based on the
improvement of the estimates of selected
stafistical parameters, such as the nean
and variance of the hydrologic tirre series
data, by the use of primary and secondary
siations (Brass and Rodriguez-lturbe, 1976;
Fiering, 1965; Karl inger, 1974). Primary
stations, offen referred to as time sampling
stations, were used to ascertain the hydro-
logic time series relationships. Secondary
stations, referred to as space sampl ingf
sfations, were used for a short time to
establ ish spatial relationships. A decision
could be made to either continue or discon-
tinue a sfation in a region based on the
requirement of the accuracy of the statisti-
cal estimates of the parameters (Fiering,
1965b).

The regional ization approach, an advancement
in mapping fechniques by dividing the whole
area into square grids, proposed by Solonon
and others, i s also appl icable to hydrologic
network design (Solcrnon and others, 1968;
Solomon, 1972). The proposed method was
used to process the hydrologic information
frorn a large area and was used +o relate
hydrologic variables to physical character-
istics. The square grid system was appl ied
to estimate the runoff distribution in a
large area using mefeorologic and hydrologic
informafions. Esfimates of the hydrologic
parameters at the ungauged sites could also
be obfained on the basis of estimates of
the parameters of rainfal I and runoff at
the gauged points.

Another approach to network design has been
named fhe rational approach and this takes
info account the demographic, econonic,
meteorolog ic and basin characferistic
factors (Desi and others, 1965; Uryvaeu,
1965). Multiple I inear regression was used
in assessing the network performance on
fhe basis of the estimaiion error at the
ungauged poinfs in fhe basin (Benson,19721.
ln addition to the above factors, the drain-
age area could also be accounied for in the
multiple regression analysis (Benson, 1965).
The variance of the ferritorial mean of the
hydrologic sampl ing was used as the basic
criterion for determining the density of
*he precipitation network rationally (Desi
and others, 1965). The approach is empiri-
cal in nature and is not u.niversally appli-
cab I e.

The latest developnent in nefwork planning
is the application of systems analysis and
decision theory (Davis and others, 1972;
Dawdy and others , 1910; Jacobi, 1975; Moss,
1972; Moss and Dawdy, 1973). Langbein
(1954) has been able to formulafe the net-
work design problem and determined the
number of primary as wel I as secondary
sfations by taking into account the desired
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accuracy and a budgetary constraint. The
method proposed by Fiering (1965a) is simi-
lar to Langbeinrs except for the introduc-
tion of an objective function and deciding
whether the stations are to be continued or
not.

Jacobi (1975) appl ied a declsion theoretical
approach to determine the optimum econornic
record lengths using the concept of the
econqnic balance between the information
value and the information cost. The optimum
econcrnic record length was defined as a
function of the size of the data sample.
The methodology, which uti I ized a Bayesian
decision framework, was then appl ied to a
sediment deposition prob lem.

Decision theory has also been applied in the
optimum design of a mountainous rain-gauge
network (Davis and others, 1972r. A concep-
tual framework interrelating the uncerlainty
of a model parameter with the record length
was establ ished. l4oss and Dawdy (1973)
attempted to improve this methodology by
comb i n i ng it w ith a iibnte Carlo s imu lat ion .
lnitial ly the statistical propertles were
assurned to be known but, at a later stage,
the condition of assumed statistical charac- ,

teristics was relaxed by incorporating a
prior <listribution on the unknown statistics.

Very recently Fisherrs information criterion
has been introduced in the field of hydrolo-
gic network design (Matalas and Gl lory, 1968).
ln the early 1920rs Fisher defined the in-
formation content in a sequence of observa-
tions as the reciprocal of the variance of
the estimates of the parameter of interest.
Matalas (1971) proposed tvro basic approaches
for designing the optimum gauglng schemes
in a region, both utt I lzing Fisherrs informa-
tlon criterion. The first approach was based
on the identification of those statlons which
rere to be disconflnued from a dense network
due to budget curtailments. lt was basad on
fhe principle of maximizing the total infor-
maflon content. The second approach t'as
based on a marginal lnformatlon concept. ln
this case the stations in a region uers dis-
contlnued in such a manner that the decrease
in the value of Flsherts information was
minimized.

An information transfer criterion froro
gauged to ungauged points was discussed by
ltallis and lt4atalas (1972\. The characteris-
fics of the data series were assumed to be
Irlarkov i an. The mode I thus deve loped was an
improvement over a previous model by
Maddock (19771 by relaxing the assumptlons
of I inearity and stochastic independency
fhrough fhe application of a l4onte Carlo
technique. lvladdock (1977') and Carrigan and
Golden (1975) appl ied the above methodologies
to the real world situations using a mixed
infeger progranming formulation along wlth a
number of budgetary and information transfer-
abi I ity constraints.

Hydrologic Network Design Methods 261

LIMITATIONS OF THE EXISTING METHOOS

The principal limitaf,lons of the network de-
sign methods discussed above can be sum-
marized as fol lows:

l. The approach based on the mean square
error and its relation fo interstafion dis-
tance is a useful approach to the prelimi-
nary design of a nst*ork. However, it can
not be used for the accurate datermination
of the network density since Eq. (l) does
not take into accounf the heterogeneify of
the hydrologic varidles vhich exists in
mountainous regions. lt is also difficult
to decide upon the value of the required
coefficient of variaiion in Eq. (l).
Furthermore, this approach is not able to
discriminate between primary and secondary
stations in a region.

2. ln methods of isocorrelation and inter-
station distance correlafion there is no
rule to provide the value of the relative
efficiency and the correlation coefficient
for a very dense notyork. The term dense
neti{ork is itself a relative term which is
difficult to assess. Since the correlation
coefficient is a funslion of tinp and space
if may vary from month to month, hence the
stationary time series assumption may not
be val id.

l. The data synthesis and simulatlon
approach to network design is hased on the
assumption that the hydrologic paranefers
must be known. l'hncs the accuraey of this
approach depends upon the extent of fhe
prior knorvledge of the hydrologic parameters.
Ouring the network planning stage very
l ittle prior knouledgs cdrcerning these
parameters is available and, as a conse-
quence, the methodology ls not effective.

4. The Bayesian decislon approach accounfs
for the uncertainty in the estlmates of the
hydrologic parameters fhrough the use of
fhe joint and conditional probabi I ity distri-
butlon of the pararrEtars being estlmated.
Alfhough in a simplified fqrm it is a
sfraightforward approach, it can only be
used for single time sfeps into ihe future
to make the decision nhether or not to
col lect data. For orttiple tiroe step
decisions, the math*ntical complexity in-
creas€s drastical ly due to the conDlnatorial
nafure of the problefir. Hence the method is
too restrictiye for network design which
needs more foresight than the nethodology
prov i des.

5. The concept of applying Fisher's lnforma-
tion measure to the design oi a hydrologic
netrrork is based on optimizing the recipro-
cal of the variance of the statistical para-
meters of the variable being estimated. One
criticism of this rpasure ls that Fisherrs
lnformafion content always has an infinite
upper bound regardluis of the speclfic
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circumstances. ln the con+ext of hydrolo-
glc network design, Fisherfs infonnation
rel ies upon linearity and normal ity assump-
t i ons.

Each of the existing approaches to ne+work
design described above, address themselves
to very specific problems and depend upon
very restrictive assumptions. Hence, a
broader, more universal basis for fhe per-
formance, evaluation, and design of spatial
data col lection networks is needed.

The appl icabi I ity of the exis*ing methods
as discussed above depends upon fhe factors
such as the nature and the extent of the
resource development; the required precision
in estimating the hydrologic characteristics;
the physical size of the basin; and topo-
graphical varlation etc. Among these
approaches, the methodology based on
Fisherrs information measure has recently
been applied in hydrologic network design
although in a I imited manner due to the
I i neari ty and noma I ify assumpt ions i n its
derivation. The proposed methodology based
on Shannonrs information measure is, however,
nof restricted fo such assumptions. lt has
been recognized as being relevant in physical
as wel I as statistical contexts in a number
of discipl ines and is also interpretable in
stochastic processes. Due to wel I defined
multivariate form of Shannonrs information
theory, it has effectively been applied in
precipitation network design (Husain, l979).

The fol lcuing section deals with a compara-
tive study of Shannonrs and Fisherrs in-"
formation measures.

COMPARISON OF SHANNON'S AND FISHERIS
I NFOFI,IAT ION MEASURES I N HYDROLOGIC NETWORK

DESIGN APPLICATIONS

Bivariate Case

Consider fwo hydrologic variab les,
Ij = !*j,t,xi,2,...,xj,Nl+N2) and
X.i = (xi ,l,x:s',1t...,xi ,Nl) with (N1aN2) and
Nl observations respectively. After col lect-
ing N, observafions concurrently on X; and
X;, the data col lection scheme for th6
varlable X, is discontinued but is extended
to N2 addiiional measurements on X;. Based
on the concurrenf N1 observations,"a I inear
regression, with Xi'as dependent variable
and X, as independent variable, is carried
ouf atid yielcjs the linear model:

xi,k = X1 + b(x;,k - Xj) (l)

Using the above equation, N7 estimates of Xi
based on the N2 additional observations of "
X i are obta i ned. Comb i n i ng the N, observa-
iions and N2 additional estimates; the
weighted estimates of the mean fl; is derived
as fol lows:

0i= (N1X; + N2 i1)/(lt,+ltr1

where,
_ Nt I N1+rV2

*' =*], x,i,k/Nr,xi= 
r=it*t 

,r,k/N,

The variance of i,, denoted by ofi., is as
fol lows: I

o*1
, ' r N2 Io; = \ L,- n"u, iofr-tr-eij)/Nl-llj (4)

where,

az ,.. is the variance of ihe estimafesxilNl of the mean for the random
sequence of X1 with Ng observations.

03. the correlation coefficient betweenlJ Xi and Xi based on N1 concurrent
observatl ons.

Fisherrs informa
equa I to the rat
mean for a purel
variance of the
interest, is def

l1(Xi; X;) =

The inforrmiion transmission by Xi about X,

, using Shannonrs information conce[t is de-
fined as (Shannon and Weaver, 1949):

T(X1 ;X.;)=H(X; )+H(Xi )-H(X1,X.i ) for

all ilj

=H(Xi ) for i=j

where

H(Xt ) and H(X;) are enfropies of fbe
variables X1 ind X; respectively.

H(X;, X;) is the joint entropy of Xi
and, Xjl

The entropies are defined as follows:

H(X;) = -X P(xi,r) log P(x1 ,.)
H(X' x;) = -f P(ri,*,*.1 ,k) log P(x;,k,x.; 

,k)rr J 
k

vhere

P(x, -) is the prdability of the con-
curidhce of the rlh event of the var.iahle
X;

fion l1(X1;X;), which is
io of the vaiiance of the
y random sequence and the
rnean for the sequence of
ined as fol [ows:

r t I r + f ,,, -rlr,,ar_-,, t
for i/j 

i$t
I foratr i=j l.tTr :'- x,L!:

rl.. :

ii. ;
,lii i
i:i tti

I i, i,
. i : l. i (6)

J

ItL
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t,r,,K *j ,*) is the joi nt probab i I ity of
the occurrence of the r15 event of the
variab les X1 and X.i .

These probabi I ities are computed using dis-
cretization concept.

The informatlon transmittion, as derived by
Ilatalas in Eq.(5), is restricfed to the
assumptions of I inearity and normal ity.
These assumptions may not be appl icable in
hydrologic network design due to nonl ineari-
ty and skewness which cornmonly exists in
time series data. Shannonts information
fransmission criterion, however, is nof
restricted to the above assumptions.

0ptimum station sets can be obfained by both
of these methodologies by defining the
objective function and the constraints. The
objective for network design, appl ied here,
is to select the optimum station locations
for the reduced network so that the maximum
possible information concerning the new
ungauged locations is transrnitted. The
objective for a network of [mrt stafions
proposed by Matalas (1971) is:

m

Z=Max E l.(X,;X.)6,. (.7)
i'i=l r l'i -i'i

where,

Z is cal led the objective function

6, , is a decision variable which is zeroI rJ
if the staiion i=j is to be disconilnued
or, for ilj, information cannot be trans-
ferred frorn j to i. 0n the other hand,
6, , is equal to one when the informationI rJ
is transferred frorn j to i.

Using Shannonrs lnformation concept, a siml-
lar objective function can be vrritten as:

m

Z = Max E T(X, ;X, ) 6, , (S)
l,i=l l- J l'J

The fol loling fwo constraints are cormon to
both forms of network objectives described
above:

a - lnformation transferabi l ity constraint:

Thls lndicates that
one station j can be
statlon l -

m

[ 6, = |

J=l I rJ

information fron only
transferred to another

(9)

if the maximum
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number of stations which can be retalned are
n, due to a budgetary constrainf, then

6. = n
l rl

( t0)

Multivariate Case

Fisherts information concept has been ex-
tended to the multiple regression case where
estimation at a point location is based on
data from a number of statlon locatlons(Matalas, 1973; Carrigan and Golden, 1975).
This modlfied form of Flsherts information
equation ls simpl ified, in terms of a mul-
tiple correlation coefficient, as fol lows:

t, (x, ;\Xn, . . . ,Xr) = t/ [t+u,L-
n- (N, -2 )

{t - ilr)

, where,

ei.n is the multiple correlation coeffi-
' cient between ihe ith variable X. and a

specific set q of n independent variables
,*j ,t*, . . .,Xn) .

To carry out the analysls to select the
optimum n station locations frorn a dense
network of m locations, the objective
function is defined as fol lows:

m
Z = Maxlmirtnn,], lr(X,;X'Xk,...,Xn) (l2)

j,k, I ,...,n
Subject to l*(X,;Xj,Xk,...,Xn)=0

if pi.n . o?=

lf (Xl 
,*r,...,X*) are variables represenf ing

:the hydrologic outcqres at various point
locations, then the information transmitted
by set (X. X k ...,X-), usi ng Shannon rs
'multivaridfe Trlformaf ion fransmission, ls
'as fol lows:

' f(xl,X2 ...,X*i)(i,X;.,...,Xn) =

H(X.,Xk, ...,Xn) ( r3)

where

H(Xj,Xk,...,Xn) is the joint entropy of
the varlable set (Xj,Xk,...rXn) and is

m
r

i=l

p?.,,

n-(N,-2)
,]

rii
;t
._t. 
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defined as - I t,*j,,,rk,1,...,xn,,)log
I

tt*i,,'*k,1""'*n,I)

where

tt'j,,,"k,r'"',Xn,,) is the joint
probabi I ity of 116 event of the variable
set (X-,Xn,...,\)

The objective function is defined as:

Max T(X, ,X? ...,Xr;X-,X*,. . .,Xn) = 
, ,0,

l:i,...," H(x.,xk,'.., 4,)

EST II4ATION PERFOFMANCE CR ITER ION

The performance of networks designed by
Shannonts and Fisherts methodologies des-
cribed in earl ier sec*ion were compared on
the basis of their es*imation accuracy.
Multiple linear regression analysis was

used for this purpose. The potential
stafions were identified by bofh methodolo-
gies on the basis of an initial sef of
observafions at al I of the grid point
locations in a basin. The va lues assoct'ated
with the events at the optlmal stations
asf as the independent variables. The
values associated with fhe events at common

grid point locations not appearing in the
optimal networks specified by either method
act as common dependen* variables.
Regression coefficients were computed using
the fi rst Ng observations. Estimated values
were obtained for the dependent variables
using the N2 subsequent observations of fhe
independent variahles and compared with the
true values. The error variance was fhen
determined for both methods.

AMLYS IS

The ti.me series data for e ight point loca-
tions were simulated using the multivariate
correlation approach. The inpuf correlation
mafrix of the simulated data, together with
the expecled values at each point location,
are defined as in Table l. Ouf of 500
values simulated at eacb polnt location,
I 50 va I ues were used ln opf i.mum stat ion
selection by the methodologies. based on
Fisherrs and on Shannonts i.nformation. The
remaining 150 values were used to study the
predictive performance of the optlmum selec-
ted stations at the common ungauged point
I ocat i on s.

Using the formulation as described in pre-
vious section, the optimum station sets and
the corresponding information fransrni ssion
were determined using Shannonrs discrete
entropy concept at the bivariate levels.

F. Caselton

Ihe best single, two, and three station
sets were l#il; {#3, and #5); and (#3, fl4,
and #5) respectively as shovn in Table 2.

Similarty, the inforniation content of all
possible stafion pairs were obtained using
Fisherrs information criterion of Eq.(6).
The optlmum stations were idenfified by
maximizing the information content as
summarized in Eq.(7). The optimum station(s)
and their corresponding information content
are listed in Table 5. The optimum single,
two, and fhree station sefs were found to
be (#l); $3, #6); and \f3, #6, and #8)
respeciively.

At the multivariate level of information
transmission, EQ.(14) for Shannonts methodo-
logy, and Eq.(12) for the Fisherrs informa-
tion criterlcn, wer€ appl led- The optimum
stations in Shannonrs case were (#4, and
#5); and (#5, #4, and #5). Fisherts in-
formation criterion idenfified poini loca-
tion (#5) as the optimum single station,
point locafions (#4, #6) as the optimum two
station set, and point locations (#5, #4, il6)
as the optimum three station combinations.
These results are I isted in Table 5.

The parareters of the estimation models wers
compufed fron the initial 150 simulated
observations. Values at the conmon point
locations not included in the I ist of optimal
design by either method (#l' fZ and #8) were
then estimated by the optimum station se?s
obtained by the different criteria. The
error variances thus obtained are listed in
Tables 4 and 5.

Table I Correlation |4atrix of ihe

r.0 .35 .34 .31 .30 . lJ . l0 .05

r .0 .30 .25 .22 .20 . 16 . 14
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5

6

7
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t.0 .50 .42 .36 .33 .2t
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SBLE 2 0ptimum Retained Stations and
the Ootimutn Shannonrs lnformation

T ransm i ss i on

Bi var i ate Mul*ivariate

TABLE 5 Comparison of Shannon and
F i sher l,lethodo I og i es us I n9 E s-

-f 
imat ion Error l4ethod :

ffi

Optimum Optimum OPtimum
I nforma- Reta i ned I nforma-
tion Stations tion

Stat ion Error Methodolog i es
Var i ance

4,5
3,5
316
416

415
315
316
416

415
3,5
3,6
416

0.895
0.908
0.9 t7
0.895

0.8r4
0.906
0.909
0.8 r9

0.888
0.898
0.90 I

0.870

Shannon (Mult. )

Shannon (Biv.)
Fisher (Biv.)
Fisher (Mult.)

Shannon (Mult.)
Shannon (Biv.)
Fisher (Biv.)
Fisher (Mult.)

Shannon (Mult.)
Shannon (Bi v. )
Fisher (Biv.)
Fisher (Mult-)

CONCLUS I ON

Although the hydrologic netdork system is a

fundamental tool in fhe design, development,
and operation of vater resources ProJects
but no universal method of its design has
yet emerged. The existing nethods are
appl icable to very sPecific problems and
depend upon very restrictive assumptions.

A methodology based on Shannonts information
theory is proposed which does provide a

universa I dinensionless nettork performance
measure. lt provides a simPle criterion
which treats the net*ork as an lntegrated
system. Unl ike Fisherfs information
measure to hydrologic network design, the
proposed methodology is not restricted to
I inearity and normal iiy assumptions.

Based on the sim"rlated examPle and the
tabulated resulfs, the following conclusions
are drawn:

l. When estimating on the basis of single
station data, estimation error
vari ance using Shannonrs bivariate
information criterioo, |ras less than
that obtained r.ith the comparable
Fisherts criterion (Table 4)-

2. When estimaiing on the basis of data
from two stations, Shannonts bivariaie
and multivariate information trans-
mission crite.ia in most cases out-
performed Fisher's criteria (Table 5).

Gr id
Opt i mum

Reta I ned
Stat i ons

5

315

3,4 ,5

3.536

5.3t2

6.972

415

4,5,8

3.6?9

4.525

TABLE 5 Ootimum Retained Stations
and the Optimum Fisherrs lnfor-

mat i on

2
2
2
2

8
I
B

8

Bivari ate Multivariate

Opt imum
Reta i ned
Stat i ons

Opti mum Opt imum

I nforma- Retai ned
t ion Stat ions

Opt i mum

I n forma-
t ion

3

3r6

3,6,8

5.566

5.815

6.222

416

3,6 ,8

5.851

6.1t0

TABLE 4 Comoarison of Shannon and Fisher
l,bthodologi es using Estlmation Error

hlefhod:. Sinqle Stafion Case

Gr id Stati on Error
Vari ance

Methodologies

I

I

2

2

8

I

5

3

5

0.885

0.9 r9

0.835

0.907

0.887

0.906

Shannon (Bi v. )

Fl sher (Bl v. )

Shannon (Bi v. )

Fi sher (Biv. )

Shannon (Biv. )

Fisher (Biv.)
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